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Abstract. The automatic recognition of Chinese place names, a special case of rhe recognition of Chinese
spceial nouns . iz an important task in Chinese information processing. The method based on statistical technique
can only ensure the recall to some degree, but the precision is relatively low. In this paper, an approach based on
transformation is proposed, which can effectively overcome the deficieney caused by statistics. The performance
of the approach is evaluated on a real data set, and the precision finally reaches 90. 9% ., improved by 7%.
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The rapid development of information technology and World-Wide-Web has led 10 an increased inlerest in
automatic information processing. for example automatic input and output of information, automatic procireading
and classification of texts, information retrieval and indexing . and machine translation, which all invelve automatic
recognition of special nouns. In general, special nouns include Chinese person names, Chinese place names, trans-
lation names . organization names, and brand names etc. We focus on the automatic recognition of Chinese place
names in this paper.

We have already used the staristical technique ta recognize Chinese place name, the recall and the precision are
97, 5% and &3. 8% respectivelyt. In this paper, we put forward a method of automatic recognition of Chinese

place name based on transformation and the consequent precision reaches 90. 9% . improved by 7%.
1 Limitation of the Method Based on Pure Statistical Measures

In the statistical measures, we first build a Chinese Place Name Base (CPB) bascd upon the largest, most
standard book Chinese Place Name Set (CPNJ121, which includes 180 000 Chinese place names. Then we analyze
the features of the place name characters and the place name words in CPB, and obtain the Chinese Place Name

Character Base (CPCR) and the Chinese Place Word Base. After that. we calculate the weight of likelihood
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(WUL) for each place name character in CPCR according to the real text training set containing 2 800 000 charac-
ters, and get a probahility estimation value for each character. The WOI. of a place name character represents the
likelihood of a character being a part of a Chinese place name in a real corpus. Finally we design the probability
estimation formula with the help of the statistical information in CPB and WOI..

Alter testing, we found out that this approach can ensure the recall to some extent, which dues 10 that the
book Chinese Place Name Set includes most of Chinese place name characters and words. However, this approach
cannot achieve a plausible result because of the following reasons: (1) Not all the place numes are included in
CPN, even though CPN already covers nearly 100 060 place names. In the real texts containing 2 800 000 charac-
ters, there are 1 793 place names occurring 11 580 times in total. Among those place names, 540 place names,
ahout 30% of the total, are not included in CPN, such as “8E0 KB K7, “/NEIE", and “HEFH 7. The reason is
these new place names appear with the development of economy and society. Moreover, 5. 5% of these place
nemes not included in CPN cannot be recognized because the characters making up the place names aren’t included
in CPN; (2) According to our research, there are 3 685 Chinese place name characters in total and the characters
maybe occur as a part of Chinese place name or a part of other words in real wexts. As a result, a lot of incorrect
place names must be caused based on the statistical measure. Table 1 gives some examples of place names being
recognized incorrectly,

Table 1 Examples of place names being recognized incorrectly

Sentences Incorrect place names
B (3
FATHTTAE E RS SRR AL KT
MEREHFFETERBETR AMEETRZA P2
A g e T 9R BT 9 AEE
Ry W b ol AR A B L4

We have tested the system based on the statistical method. The testing corpus consists of the articles from the
People’s Daily . containing 50 000 charzcters and 514 Chinese place names. After the corpus is tagged, 599 place
names arc recognized, among which correct place names are 551, boundaty-error place names are 9, and entirety
incorrect place names are 89. Meanwhile. there are 22 place names cannct be recognized. From the above, we
corclude that the elimination of entirely incorrect place names is most important among all the ¢rrors causcd by the
statistical measure, Therefore, our further work focuses on the confirmation of correct place names and the
elimination of incorrect place names.

In order 10 solve this probiem, we have managed to make the data, used in the statistical model , more real by
increasing the size of training corpus. Meanwhile. some rules have been summarized after we analyzed and studied
a great number of place name exzmples being recognized correetly and incorrectly. So far, this kind of rules is
more than 20, which can be classified mto four types: initial recognition type choosing rules confirmation rules,
negation rules and boundary modification rules. But the rules obtained by human summarization cannot cover the
entire existing relationships between place names and their contexts. So in this paper we use trans{ormation-based
machine learning to overcome the deficiency. The experimental results show that it is effective and efficient in the

confirmation of correct place names and the elimination of incorrect place names.
2 Transformation-Based Machine Learning

Eric Brill®™ proposed the method of the transformation based, crror-driven learning in automatic Part of
Speech {POS) ragging and improved the precision. This method consists of two steps: (1) Obtaining rules. At
first, the most probable POS tzgger of each word. gained in a tagged corpus, is used to tag the training corpus.

Then, the most valuable transformation rules are selecred from ali the transformations after comparing the tagging
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results with the standard texts. In the end, the rules are used to tag the training corpus again and again uniil no
more new transformation rules are found; (2) Using transformation rules to tag texts. At first texts are .agged
initially. Then. the tagged 1exis are corrected by utilizing the transformation rules. Thus, the final tagging texts
are formed.

In this paper, we usc the similar idea to confirm and climinate place name candidates.
2.1 Types of transformation rules

At present. the transformation rules have 2 types: confirmation transformarion rules and negation transforma-
tion rules,

Suppose;

CpString . a Chinese place name character sequence, which is initially recognized as a place name candidate,

Worde,,; the preceding ward ol CpString.

Wordy...: the next word of CpString,

Validity: a Boolean mark used 1o indicate whether CpString s valid,

W, and W, . certain words,

Confirmation rules are as the following .

(1) i CpString. Wordp,, =W & LpString. Wordy.. =W, then CpString. Validity . =true;

2) il CpString. Word, =W, , then CpString. Validity: =true;

(3) if CpString. Wordwat=W,, then CpString. Validity s =trues

Negation rules are as the following;

(1) if CpString. Wordp. =W R&LpString. Word e, =W .., then CpString. Validity: = false:

(2) 1t CpString. Wordr.=W,, then CpString. Validity . = falses

C3) if CpString, Wordna =W, then CpString. Validety = false;

Confirmation rules are used to confirm a place name candidate 1o be a Chinese place name, and negation rules
are used 1o eliminate a place name candidate initially recognized.
2.2 [Estimation function of a rule

We estimate the performance of a rule based upon the relative correction ratio of a rule. The estimation func-

tian of a rile is defined as follows,

Fo={Num.,— Num., ) /Total

A A

where F.is the score of the i rule, Total is the total number of the #

rule having been used, and Num,,, and

Num,,. are the number of the ¢

rule having been used vorrectly and incorrectly respectively. When setting the
threshold 7'=0. 5, ahout 2 000 transformation rules are learned from the training corpus.
2.3 Obtaining of transformation rules

Figure 1 illustrates how to obtain transformation rules in our approach. We use the place names being recog-

nized correctly and incorrectly as driven source to get the rules, and thus the transformation rule set is created.
The obtaining of the transformation rules consists of two steps .,

(1) Obtaining of training corpus and standa~d corpus

We first chonse 560 000-character real texts from the People’s Daily as the training corpus. Then, we perform
the initial recognition of place names on the training corpus and obiain the standard corpus by correcting the initial
tagged corpus manually. We set the initial tagged corpus or the tagged corpus nsing the transformation rules as the

current tagged corpus.
(2) Obtaining of transformarion rules

. Compare the current tagged corpus with the standard corpus to learn inirial rules, which are then used o 1ag
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Fig. 1 Transformation  Based machine learning

and correct the current ecorpus. Meanwhile, numbers of correction and errors [ur each rule are recorded

respectively, which are used to calculate the score to each rule according to the estimation function. Repeat the
above steps until the score fur cach rule is stable.

Only the rules with scores greater than a threshold value T are retained in rule set.
(3} Merge of rules

After ohtaining the transformation rules, we merge some rules according to the following strategies:
- If the preceding or next words in two rules are punctuations which indicate the start or end of a subsen
tence, then the two rules are merged into one rule. The new rule has the information of the start or end of & sen-

tence,

s 1f the preceding or next words in two rules are numerals. then the two rules are merged into one rule.
which has the numeral information.

¢ If the number of the preceding or next word vccurring in a rule is far greater than that of concurrence of the
preceding and next words in it, then the next or preceding word information of rhe rule is neglected. Here. we use

the following formula to measure the far greater degree;,

Ciccwr Word s,y — Cancurrent (Wordp,, Waord s...) ~10
Concurrent{Ward ., Wordy, ) :

Occur(Word y,., ) — Concurvent (Word p. JWord y,.,.) ~10
ConcurrentiWord p., s Wordy,..) '

where Occur(Wordp,. ) and Occur{wordy, ) are the total number of the preceding word and rhe next word oceur-

ring in a rule respective.y, Concurrent(Werdp..Wordy,.) is the number of concurrenee of the preceding word end
the next word in a rule.

For example, the preceding and next words of a rule are like:

Word p.. Werd ..
TE ™
In this role. Occur (“TF ") = 384, Concurrent (“FF % M"Y — 1. Accordingly. the rule changes into:
Wordpe Word veq
bés (nully

After merged, more than 600 rules remain in the trans{ormation rule sct, among which there exist 70 negation
rules. The examples of the rules are showed as follows

= if CpString. Wordyp.. = B .then CpString. Validity: =true;
e.g.:1992 7 HH/ ¥/ XEEFERIGT

i CpSiring. Word e — B S8 CpSiring. Words.., =W -then CpString. Validity: =true;
eog. (B /ILET

« i CpString. Ward p, = % Q&LCpString. Word x,.. = it sthen CpString. Validity ; = false;
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coge B/ KHIRTH /R LB 0T A .
i CpSering. Word .= Ilf 0 &&.(.'/»Srring. Word v, =8| cthen CpString. Validity . = fukse:
e g i AR FERHL B OR B AT,

3 Experimental Results and Discussions

As shown in Fig. 2, the system consists of three modules: the module of initial recognition of lace names
based on statistics, the module of recording thte contexts of place nemes. and the module of conbirming and
eliminating place name candidates by applying rules. The system eombines the methord hased on sta-istics and the
idea of transiormation, which not only keeps the high recall, hot makes the systen have the ability of sutomartic
error correct'ng and improves the precision.

The system is tested on 4 real news corpus frem the People

| Reéfouices || Tnitially recognition le— Daily. which contains 50 000 characters and 514 Chinese place

g

I S 1 3 |
Confirm place names [« Rule base |

) wames. After the corpus is tagged by initial recugnitien module,
l Record contex

599 place rames are recognized, among which correct place namas

arc 501, boundary crror place names are 5. and entirely incorrect

Output | place names are 82, Meanwhile. there are 22 place names cannot
Fig. 2 The system of automatic recognition be recognized. At this Gme, the precision s 83, 6% Then. we

af Chinese place names )
apply the transformation rules 10 process these place name ecandi-

dates, and 4% incorrectly recognized place names are removed. Finslly, the reeall and precision oblamed are 97%
and 0. 92% respectively, The precision has beer improved by 7%.

Some examples. in which the character sequences are recognized as place name candidates but are eliminated
successiully in the Turther processing, are given in the following

R B O S

B NP R O R R TR R AT

* BEAREMED /F W H A5

c AW RIS SR

Some errors cannot be overcome by the system. For example. the character sequence 037 in the sentenes
ST Y HAEEHER B R/ N A Y2 ML s recogmzed as g place name incorrectly. This kind of
errors cannot be removed because of the simplicity of the rule types, which are conlined 10 the noighboring word
form rules. We will develop rules with POS information, svotae inlormation and semaniic knowledge to solve the
problemn. In the future. we will increasc the size of 1raining zorpus. make the sysiem have 1he ability of
selb-learning and sell-adjustability and develop rules with semantic knowlodge 1o improve the perfermance of the

system,
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